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WHAT’S NEW IN THE ELEVENTH EDITION

Since the tenth edition of this book was published, the field has seen continued innovations and improvements. In this new edition, I try to capture these changes while maintaining a broad and comprehensive coverage of the entire field. To begin this process of revision, the tenth edition of this book was extensively reviewed by a number of professors who teach the subject and by professionals working in the field. The result is that, in many places, the narrative has been clarified and tightened, and illustrations have been improved.

Beyond these refinements to improve pedagogy and user-friendliness, there have been substantive changes throughout the book. Roughly the same chapter organization has been retained, but much of the material has been revised and new material has been added. The most noteworthy changes are as follows:

- **Multichip Modules:** A new discussion of MCMs, which are now widely used, has been added to Chapter 1.

- **SPEC benchmarks:** The treatment of SPEC in Chapter 2 has been updated to cover the new SPEC CPU2017 benchmark suite.

- **Memory hierarchy:** A new chapter on memory hierarchy expands on material that was in the cache memory chapter, plus adds new material. The new Chapter 4 includes:
  - Updated and expanded coverage of the principle of locality
  - Updated and expanded coverage of the memory hierarchy
  - A new treatment of performance modeling of data access in a memory hierarchy

- **Cache memory:** The cache memory chapter has been updated and revised. Chapter 5 now includes:
  - Revised and expanded treatment of logical cache organization, including new figures, to improve clarity
  - New coverage of content-addressable memory
  - New coverage of write allocate and no write allocate policies
  - A new section on cache performance modeling.

- **Embedded DRAM:** Chapter 6 on internal memory now includes a section on the increasingly popular eDRAM.
Advanced Format 4k sector hard drives: Chapter 7 on external memory now includes discussion of the now widely used 4k sector hard drive format.

Boolean algebra: The discussion on Boolean algebra in Chapter 12 has been expanded with new text, figures, and tables, to enhance understanding.

Assembly language: The treatment of assembly language has been expanded to a full chapter, with more detail and more examples.

Pipeline organization: The discussion on pipeline organization has been substantially expanded with new text and figures. The material is in new sections in Chapters 16 (Processor Structure and Function), 17 (RISC), and 18 (Superscalar).

Cache coherence: The discussion of the MESI cache coherence protocol in Chapter 20 has been expanded with new text and figures.

SUPPORT OF ACM/IEEE COMPUTER SCIENCE AND COMPUTER ENGINEERING CURRICULA

The book is intended for both an academic and a professional audience. As a textbook, it is intended as a one- or two-semester undergraduate course for computer science, computer engineering, and electrical engineering majors. This edition supports recommendations of the ACM/IEEE Computer Science Curricula 2013 (CS2013). CS2013 divides all course work into three categories: Core-Tier 1 (all topics should be included in the curriculum); Core-Tier-2 (all or almost all topics should be included); and Elective (desirable to provide breadth and depth). In the Architecture and Organization (AR) area, CS2013 includes five Tier-2 topics and three Elective topics, each of which has a number of subtopics. This text covers all eight topics listed by CS2013. Table P.1 shows the support for the AR Knowledge Area provided in this textbook. This book also supports the ACM/IEEE Computer Engineering Curricula 2016 (CE2016). CE2016 defines a necessary body of knowledge for undergraduate computer engineering, divided into twelve knowledge areas. One of these areas is Computer Architecture and Organization (CE-CAO), consisting of ten core knowledge areas. This text covers all of the CE-CAO knowledge areas listed in CE2016. Table P.2 shows the coverage.

<table>
<thead>
<tr>
<th>IAS Knowledge Units</th>
<th>Topics</th>
<th>Textbook Coverage</th>
</tr>
</thead>
</table>
| Digital Logic and Digital Systems (Tier 2) | Overview and history of computer architecture  
Combinational vs. sequential logic/Field programmable gate arrays as a fundamental combinational sequential logic building block  
Multiple representations/layers of interpretation (hardware is just another layer)  
Physical constraints (gate delays, fan-in, fan-out, energy/power) | — Chapter 1  
— Chapter 12 |
| Machine Level Representation of Data (Tier 2) | Bits, bytes, and words  
Numeric data representation and number bases  
Fixed- and floating-point systems  
Signed and two-complement representations  
Representation of non-numeric data (character codes, graphical data) | — Chapter 10  
— Chapter 11 |
<table>
<thead>
<tr>
<th>IAS Knowledge Units</th>
<th>Topics</th>
<th>Textbook Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assembly Level Machine Organization (Tier 2)</td>
<td>Basic organization of the von Neumann machine</td>
<td>– Chapter 1</td>
</tr>
<tr>
<td></td>
<td>Control unit; instruction fetch, decode, and execution</td>
<td>– Chapter 8</td>
</tr>
<tr>
<td></td>
<td>Instruction sets and types (data manipulation, control, I/O)</td>
<td>– Chapter 13</td>
</tr>
<tr>
<td></td>
<td>Assembly/machine language programming</td>
<td>– Chapter 14</td>
</tr>
<tr>
<td></td>
<td>Instruction formats</td>
<td>– Chapter 15</td>
</tr>
<tr>
<td></td>
<td>Addressing modes</td>
<td>– Chapter 19</td>
</tr>
<tr>
<td></td>
<td>Subroutine call and return mechanisms (cross-reference PL/Language Translation and Execution)</td>
<td>– Chapter 20</td>
</tr>
<tr>
<td></td>
<td>I/O and interrupts</td>
<td>– Chapter 21</td>
</tr>
<tr>
<td></td>
<td>Shared memory multiprocessors/multicore organization</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Introduction to SIMD vs. MIMD and the Flynn Taxonomy</td>
<td></td>
</tr>
<tr>
<td>Memory System Organization and Architecture (Tier 2)</td>
<td>Storage systems and their technology</td>
<td>– Chapter 4</td>
</tr>
<tr>
<td></td>
<td>Memory hierarchy: temporal and spatial locality</td>
<td>– Chapter 5</td>
</tr>
<tr>
<td></td>
<td>Main memory organization and operations</td>
<td>– Chapter 6</td>
</tr>
<tr>
<td></td>
<td>Latency, cycle time, bandwidth, and interleaving</td>
<td>– Chapter 7</td>
</tr>
<tr>
<td></td>
<td>Cache memories (address mapping, block size, replacement and store policy)</td>
<td>– Chapter 9</td>
</tr>
<tr>
<td></td>
<td>Multiprocessor cache consistency/Using the memory system for inter-core synchronization/atomic memory operations</td>
<td>– Chapter 20</td>
</tr>
<tr>
<td></td>
<td>Virtual memory (page table, TLB)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Fault handling and reliability</td>
<td></td>
</tr>
<tr>
<td>Interfacing and Communication (Tier 2)</td>
<td>I/O fundamentals: handshaking, buffering, programmed I/O</td>
<td>– Chapter 3</td>
</tr>
<tr>
<td></td>
<td>Interrupt structures: vectored and prioritized, interrupt acknowledgment</td>
<td>– Chapter 7</td>
</tr>
<tr>
<td></td>
<td>External storage, physical organization, and drives</td>
<td>– Chapter 8</td>
</tr>
<tr>
<td></td>
<td>Buses: bus protocols, arbitration, direct-memory access (DMA)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RAID architectures</td>
<td></td>
</tr>
<tr>
<td>Functional Organization (Elective)</td>
<td>Implementation of simple datapaths, including instruction pipelining, hazard detection, and resolution</td>
<td>– Chapter 16</td>
</tr>
<tr>
<td></td>
<td>Control unit: hardwired realization vs. microprogrammed realization</td>
<td>– Chapter 17</td>
</tr>
<tr>
<td></td>
<td>Instruction pipelining</td>
<td>– Chapter 18</td>
</tr>
<tr>
<td></td>
<td>Introduction to instruction-level parallelism (ILP)</td>
<td>– Chapter 19</td>
</tr>
<tr>
<td>Multiprocessing and Alternative Architectures (Elective)</td>
<td>Example SIMD and MIMD instruction sets and architectures</td>
<td>– Chapter 20</td>
</tr>
<tr>
<td></td>
<td>Interconnection networks</td>
<td>– Chapter 21</td>
</tr>
<tr>
<td></td>
<td>Shared multiprocessor memory systems and memory consistency</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Multiprocessor cache coherence</td>
<td></td>
</tr>
<tr>
<td>Performance Enhancements (Elective)</td>
<td>Superscalar architecture</td>
<td>– Chapter 17</td>
</tr>
<tr>
<td></td>
<td>Branch prediction, Speculative execution, Out-of-order execution</td>
<td>– Chapter 18</td>
</tr>
<tr>
<td></td>
<td>Prefetching</td>
<td>– Chapter 20</td>
</tr>
<tr>
<td></td>
<td>Vector processors and GPUs</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Hardware support for multithreading</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Scalability</td>
<td></td>
</tr>
</tbody>
</table>
OBJECTIVES

This book is about the structure and function of computers. Its purpose is to present, as clearly and completely as possible, the nature and characteristics of modern-day computer systems.

This task is challenging for several reasons. First, there is a tremendous variety of products that can rightly claim the name of computer, from single-chip microprocessors costing a few dollars to supercomputers costing tens of millions of dollars. Variety is exhibited not only in cost but also in size, performance, and application. Second, the rapid pace of change that has always characterized computer technology continues with no letup. These changes cover all aspects of computer technology, from the underlying integrated circuit technology used to construct computer components to the increasing use of parallel organization concepts in combining those components.

In spite of the variety and pace of change in the computer field, certain fundamental concepts apply consistently throughout. The application of these concepts depends on the current state of the technology and the price/performance objectives of the designer.
The intent of this book is to provide a thorough discussion of the fundamentals of computer organization and architecture and to relate these to contemporary design issues.

The subtitle suggests the theme and the approach taken in this book. It has always been important to design computer systems to achieve high performance, but never has this requirement been stronger or more difficult to satisfy than today. All of the basic performance characteristics of computer systems, including processor speed, memory speed, memory capacity, and interconnection data rates, are increasing rapidly. Moreover, they are increasing at different rates. This makes it difficult to design a balanced system that maximizes the performance and utilization of all elements. Thus, computer design increasingly becomes a game of changing the structure or function in one area to compensate for a performance mismatch in another area. We will see this game played out in numerous design decisions throughout the book.

A computer system, like any system, consists of an interrelated set of components. The system is best characterized in terms of structure—the way in which components are interconnected, and function—the operation of the individual components. Furthermore, a computer’s organization is hierarchical. Each major component can be further described by decomposing it into its major subcomponents and describing their structure and function. For clarity and ease of understanding, this hierarchical organization is described in this book from the top down:

- **Computer system**: Major components are processor, memory, I/O.
- **Processor**: Major components are control unit, registers, ALU, and instruction execution unit.
- **Control unit**: Provides control signals for the operation and coordination of all processor components. Traditionally, a microprogramming implementation has been used, in which major components are control memory, microinstruction sequencing logic, and registers. More recently, microprogramming has been less prominent but remains an important implementation technique.

The objective is to present the material in a fashion that keeps new material in a clear context. This should minimize the chance that the reader will get lost and should provide better motivation than a bottom-up approach.

Throughout the discussion, aspects of the system are viewed from the points of view of both architecture (those attributes of a system visible to a machine language programmer) and organization (the operational units and their interconnections that realize the architecture).

### EXAMPLE SYSTEMS

This text is intended to acquaint the reader with the design principles and implementation issues of contemporary operating systems. Accordingly, a purely conceptual or theoretical treatment would be inadequate. To illustrate the concepts and to tie them to real-world design choices that must be made, two processor families have been chosen as running examples:

- **Intel x86 architecture**: The x86 architecture is the most widely used for nonembedded computer systems. The x86 is essentially a complex instruction set computer (CISC)
with some RISC features. Recent members of the x86 family make use of superscalar and multicore design principles. The evolution of features in the x86 architecture provides a unique case-study of the evolution of most of the design principles in computer architecture.

- **ARM**: The ARM architecture is arguably the most widely used embedded processor, used in cell phones, iPods, remote sensor equipment, and many other devices. The ARM is essentially a reduced instruction set computer (RISC). Recent members of the ARM family make use of superscalar and multicore design principles.

Many, but by no means all, of the examples in this book are drawn from these two computer families. Numerous other systems, both contemporary and historical, provide examples of important computer architecture design features.

**PLAN OF THE TEXT**

The book is organized into six parts:

- Introduction
- The computer system
- Arithmetic and logic
- Instruction sets and assembly language
- The central processing unit
- Parallel organization, including multicore

The book includes a number of pedagogic features, including the use of interactive simulations and numerous figures and tables to clarify the discussion. Each chapter includes a list of key words, review questions, and homework problems. The book also includes an extensive glossary, a list of frequently used acronyms, and a bibliography.

**INSTRUCTOR SUPPORT MATERIALS**

Support materials for instructors are available at the Instructor Resource Center (IRC) for this textbook, which can be reached through the publisher’s Web site www.pearson.com/stallings. To gain access to the IRC, please contact your local Pearson sales representative via www.pearson.com/replocator. The IRC provides the following materials:

- **Projects manual**: Project resources including documents and portable software, plus suggested project assignments for all of the project categories listed subsequently in this Preface.
- **Solutions manual**: Solutions to end-of-chapter Review Questions and Problems.
- **PowerPoint slides**: A set of slides covering all chapters, suitable for use in lecturing.
- **PDF files**: Copies of all figures and tables from the book.
- **Test bank**: A chapter-by-chapter set of questions.
Sample syllabuses: The text contains more material than can be conveniently covered in one semester. Accordingly, instructors are provided with several sample syllabuses that guide the use of the text within limited time. These samples are based on real-world experience by professors with the first edition.

STUDENT RESOURCES

For this new edition, a tremendous amount of original supporting material for students has been made available online. The Companion Web Site, at www.pearson.com/stallings, includes a list of relevant links organized by chapter and an errata sheet for the book. To aid the student in understanding the material, a separate set of homework problems with solutions are available at this site. Students can enhance their understanding of the material by working out the solutions to these problems and then checking their answers. The site also includes a number of documents and papers referenced throughout the text.

PROJECTS AND OTHER STUDENT EXERCISES

For many instructors, an important component of a computer organization and architecture course is a project or set of projects by which the student gets hands-on experience to reinforce concepts from the text. This book provides an unparalleled degree of support for including a projects component in the course. The instructor’s support materials available through the IRC not only includes guidance on how to assign and structure the projects but also includes a set of user’s manuals for various project types plus specific assignments, all written especially for this book. Instructors can assign work in the following areas:

Interactive simulation assignments: Described subsequently.

Research projects: A series of research assignments that instruct the student to research a particular topic on the Internet and write a report.

Simulation projects: The IRC provides support for the use of the two simulation packages: SimpleScalar can be used to explore computer organization and architecture design issues. SMPCache provides a powerful educational tool for examining cache design issues for symmetric multiprocessors.

Assembly language projects: A simplified assembly language, CodeBlue, is used and assignments based on the popular Core Wars concept are provided.

Reading/report assignments: A list of papers in the literature, one or more for each chapter, that can be assigned for the student to read and then write a short report.

Writing assignments: A list of writing assignments to facilitate learning the material.

Test bank: Includes T/F, multiple choice, and fill-in-the-blank questions and answers.

This diverse set of projects and other student exercises enables the instructor to use the book as one component in a rich and varied learning experience and to tailor a course plan to meet the specific needs of the instructor and students.
INTERACTIVE SIMULATIONS

An important feature in this edition is the incorporation of interactive simulations. These simulations provide a powerful tool for understanding the complex design features of a modern computer system. A total of 20 interactive simulations are used to illustrate key functions and algorithms in computer organization and architecture design. At the relevant point in the book, an icon indicates that a relevant interactive simulation is available online for student use. Because the animations enable the user to set initial conditions, they can serve as the basis for student assignments. The instructor’s supplement includes a set of assignments, one for each of the animations. Each assignment includes several specific problems that can be assigned to students.
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