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In this Tenth Edition of *Probability and Statistical Inference*, Elliot Tanis and Dale Zimmerman would like to acknowledge the many contributions that Robert Hogg made to the first nine editions. Dr. Hogg died on December 23, 2014, but his insights continue on in this tenth edition. We are indebted to his influence on our lives and work.

**CONTENT AND COURSE PLANNING**

This text is designed for a two-semester course, but it can be adapted for a one-semester course. A good calculus background is needed, but no previous study of probability or statistics is required.

This new edition has more than 25 new examples and more than 75 new exercises. However, its chapters are organized in much the same manner as in the ninth edition. The first five again focus on probability, including the following topics: conditional probability, independence, Bayes’ theorem, discrete and continuous distributions, certain mathematical expectations including moment-generating functions, bivariate distributions along with marginal and conditional distributions, correlation, functions of random variables and their distributions, the central limit theorem, and Chebyshev’s inequality. We added a section on the hypergeometric distribution, adding to material that had previously been scattered throughout the first and second chapters. Also, to this portion of the book we added material on new topics, including the index of skewness and the laws of total probability for expectations and the variance. While the strong probability coverage of the first five chapters is important for all students, feedback we have received indicates that it has been particularly helpful to actuarial students who are studying for Exam P in the Society of Actuaries’ series (or Exam 1 of the Casualty Actuarial Society).

The remaining four chapters of the book focus on statistical inference. Topics carried over from the previous edition include descriptive and order statistics, point estimation including maximum likelihood and method of moments estimation, sufficient statistics, Bayesian estimation, simple linear regression, interval estimation, and hypothesis testing. New material has been added on the topics of percentile matching and the invariance of maximum likelihood estimation, and we’ve added a new section on hypothesis testing for variances, which also includes confidence intervals for a variance and for the ratio of two variances. We present confidence intervals for means, variances, proportions, and regression coefficients; distribution-free confidence intervals for percentiles; and resampling methods (in particular, bootstrapping). Our coverage of hypothesis testing includes standard tests on means (including distribution-free tests), variances, proportions, and regression coefficients, power and sample size, best critical regions (Neyman-Pearson), and likelihood ratio tests. On the more applied side, we describe chi-square tests for goodness of fit and for association in contingency tables, analysis of variance including general factorial designs, and statistical quality control.
Preface

The first semester of the course should contain most of the topics in Chapters 1–5. The second semester includes some topics omitted there and many of those in Chapters 6–9. A more basic course might omit some of the starred sections, but we believe that the order of topics will give the instructor the flexibility needed in his or her course. The usual nonparametric and Bayesian techniques are placed at appropriate places in the text rather than in separate chapters. We find that many persons like the applications associated with statistical quality control in the last section.

The Prologue suggests many fields in which statistical methods can be used. At the end of each chapter, we give some interesting historical comments, which have proven to be very worthwhile in the past editions. The answers given in this text for exercises that involve the standard distributions were often calculated using our probability tables which, of course, are rounded off for printing. If you use a statistical package, your answers may differ slightly from those given.

ANCILLARIES

Data sets for this text are available on Pearson’s Student Resources website: https://www.pearson.com/math-stats-resources.


Some of the numerical exercises were solved with Maple. For additional exercises that involve simulations, a separate manual, Probability & Statistics: Explorations with MAPLE, second edition, by Zaven Karian and Elliot Tanis, is available for download from Pearson’s Student Resources website. This is located at https://www.pearson.com/math-stats-resources. Several exercises in that manual also make use of the power of Maple as a computer algebra system.

If you find errors in this text, please send them to dale-zimmerman@uiowa.edu so that they can be corrected in a future printing. These errata will also be posted on http://homepage.divms.uiowa.edu/~dzimmer/.
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The discipline of statistics deals with the collection and analysis of data. Advances in computing technology, particularly in relation to changes in science and business, have increased the need for more statistical scientists to examine the huge amount of data being collected. We know that data are not equivalent to information. Once data (hopefully of high quality) are collected, there is a strong need for statisticians to make sense of them. That is, data must be analyzed in order to provide information upon which decisions can be made. In light of this great demand, opportunities for the discipline of statistics have never been greater, and there is a special need for more bright young persons to go into statistical science.

If we think of fields in which data play a major part, the list is almost endless: accounting, actuarial science, atmospheric science, biological science, economics, educational measurement, environmental science, epidemiology, finance, genetics, manufacturing, marketing, medicine, pharmaceutical industries, psychology, sociology, sports, and on and on. Because statistics is useful in all these areas, it really should be taught as an applied science. Nevertheless, to go very far in such an applied science, it is necessary to understand the importance of creating models for each situation under study. Now, no model is ever exactly right, but some are extremely useful as an approximation to the real situation. To be applied properly, most appropriate models in statistics require a certain mathematical background in probability. Accordingly, while alluding to applications in the examples and exercises, this textbook is really about the mathematics needed for the appreciation of probabilistic models necessary for statistical inferences.

In a sense, statistical techniques are really the heart of the scientific method. Observations are made that suggest conjectures. These conjectures are tested, and data are collected and analyzed, providing information about the truth of the conjectures. Sometimes the conjectures are supported by the data, but often the conjectures need to be modified and more data must be collected to test the modifications, and so on. Clearly, in this iterative process, statistics plays a major role with its emphasis on proper design and analysis of experiments and the resulting inferences upon which decisions can be made. Through statistics, information is provided that is relevant to taking certain actions, including improving manufactured products, providing better services, marketing new products or services, forecasting energy needs, classifying diseases better, and so on.

Statisticians recognize that there are often errors in their inferences, and they attempt to quantify the probabilities of those mistakes and make them as small as possible. That these uncertainties even exist is due to the fact that there is variation in the data. Even though experiments are repeated under seemingly the same conditions, the results vary from trial to trial. In light of this uncertainty, the statistician tries to summarize the data in the best possible way, always explaining the error structures of the statistical estimates.

This is an important lesson to be learned: Variation is almost everywhere. It is the statistician’s job to understand variation. Often, as in manufacturing, the desire is to reduce variation so that the products will be more consistent. In other words, car doors will fit better in the manufacturing of automobiles if the variation is decreased by making each door closer to its target values.
Any student of statistics should understand the nature of variability and the necessity for creating probabilistic models of that variability. We cannot avoid making inferences and decisions in the face of this uncertainty; however, these inferences and decisions are greatly influenced by the probabilistic models selected. Some persons are better model builders than others and accordingly will make better inferences and decisions. The assumptions needed for each statistical model are carefully examined; it is hoped that thereby the reader will become a better model builder.

Finally, we must mention how modern statistical analyses have become dependent upon the computer. Increasingly, statisticians and computer scientists are working together in areas of exploratory data analysis and “data mining.” Statistical software development is critical today, for the best of it is needed in complicated data analyses. In light of this growing relationship between these two fields, it is good advice for bright students to take substantial offerings in statistics and in computer science.

Students majoring in statistics, computer science, or a program at their interface such as data science are in great demand in the workplace and in graduate programs. Clearly, they can earn advanced degrees in statistics or computer science or both. But, more important, they are highly desirable candidates for graduate work in other areas: actuarial science, industrial engineering, finance, marketing, accounting, management science, psychology, economics, law, sociology, medicine, health sciences, etc. So many fields have been “mathematized” that their programs are begging for majors in statistics or computer science. Often, such students become “stars” in these other areas. We truly hope that we can interest students enough that they want to study more statistics. If they do, they will find that the opportunities for very successful careers are numerous.