Preface

Speech signal processing has been a dynamic and constantly developing field for more than 70 years. The earliest speech processing systems were analog systems. They included, for example, the Voder (voice demonstration recorder) for synthesizing speech by manual controls, developed by Homer Dudley and colleagues at Bell Labs in the 1930s and demonstrated at the 1939 New York World’s Fair; the channel vocoder or voice coder, also developed in the 1930s by Homer Dudley at Bell Labs; the sound spectrograph, a system for displaying time-varying speech patterns in time and frequency, developed by Koenig and his colleagues in the 1940s at Bell Labs; and early systems for recognizing spoken words, developed in research labs throughout the world in the 1950s.

Speech processing was the driving force for many of the early developments in the broader field of digital signal processing (DSP) whose roots began to take hold in the 1960s. During this period, pioneering researchers such as Ben Gold and Charlie Rader at MIT Lincoln Labs, and Jim Flanagan, Roger Golden, and Jim Kaiser at Bell Labs began to study methods for the design and application of digital filters for use in simulations of speech processing systems. With the technical disclosure of the fast Fourier transform (FFT) algorithm by Jim Cooley and John Tukey in 1965, and its subsequent widespread application in the areas of fast convolution and spectral analysis, the shackles and limitations of analog technology rapidly fell away and the field of digital speech processing emerged and took on a clear identity. The authors of the present book (LRR and RWS) worked closely together at Bell Labs during the period from 1968 to 1974, when many fundamental advances in DSP occurred. When RWS left Bell Labs in 1975 for an academic position at Georgia Tech, the field of digital speech processing had developed so much that we decided that it was an appropriate time to write a textbook on methods and systems for digital processing of speech signals. We were confident that the theory of digital speech processing had developed sufficiently (by 1976) that a carefully written textbook would effectively serve as both a textbook for teaching the fundamentals of digital speech processing, and as a reference textbook for practical system design of speech processing systems for the foreseeable future. The resulting textbook, entitled “Digital Processing of Speech Signals” was published by Prentice-Hall Inc. in 1978. In his new position in academia, RWS was able to create one of the first graduate courses in digital speech processing based on this textbook, while LRR continued basic digital speech processing research at Bell Labs. (LRR had a 40-year career with AT&T Bell Labs and AT&T Labs Research after which he joined academia, jointly teaching at both Rutgers University and the University of California in Santa Barbara, in 2002. RWS had a 30-year career at Georgia Tech and he joined Hewlett Packard Research Labs in 2004.)

The goals of the 1978 textbook were to present the fundamental science of speech together with a range of digital speech processing methods that could be used to create powerful speech signal processing systems. To a large extent, our initial goals were met. The original textbook has served as intended for more than 30 years, and, to our delight, it is still widely used today in teaching undergraduate and graduate courses in digital speech processing. However, as we have learned from our personal experiences in teaching speech processing courses over the past two decades, while its fundamentals remain sound, much of the material in the original volume is greatly out-of-touch with modern speech signal processing systems, and entire areas of current interest are completely missing. The present book is our attempt to correct these weaknesses. In approaching the daunting task of unifying current theory and practice of digital speech processing, we found that much of the original book remained true and relevant, so we had a good starting point for this new textbook. Furthermore, we learned from both practical experience in research in speech processing and from our teaching experiences that the organization of the material in the 1978 volume, although basically sound, was just not suitable for understanding modern speech processing systems. With these weaknesses in mind, we adopted a new framework for presenting the material in this new book, with two major changes to the original framework. First we embraced the concept of the existence of a hierarchy of knowledge about the subject of digital speech processing. This hierarchy has a base level of fundamental scientific and engineering speech knowledge. The second level of the hierarchy focuses on representations of the speech signal. The original book focused primarily on the bottom two levels but even then some key topics were missing from the presentations. At the third level of the hierarchy are algorithms for manipulating, processing, and extracting information from the speech signal that are based on technology and science from the two lower layers. At the top of the hierarchy (i.e., the fourth level) are the applications of the speech processing algorithms, along with techniques for handling problems in speech communication systems. We have made every attempt to follow this new hierarchy (called the speech stack
in Chapter 1) in presenting the material in this new book. To that end, in Chapters 2–5, we concentrate on
the process of building a firm foundation at the bottom layer of the stack, including topics such as the
basics of speech production and perception, a review of DSP fundamentals, and discussions of acoustic–
phonetics, linguistics, speech perception, and sound propagation in the human vocal tract. In Chapters 6–9
we develop an understanding of how various digital speech (short-time) representations arise from basic
signal processing principles (forming the second layer of the speech stack). In Chapter 10 we show how to
design speech algorithms that are both reliable and robust for estimating a range of speech parameters of
interest (forming the basis for the third layer of the speech stack). Finally, in Chapters 11–14 we show how
our knowledge from the lower layers of the speech stack can be used to enable design and implementation
of a range of speech applications (forming the fourth layer of the speech stack). The second major change
in structure and presentation of the new book is in the realization that, for maximal impact in teaching, we
had to present the material with an equal focus on three areas of learning of new ideas, namely theory,
concept, and implementation. Thus for each fundamental concept introduced in this book, the theory is
explained in terms of well-understood DSP concepts; similarly the understanding of each new concept is
enhanced by providing simple interpretations of the mathematics and by illustrating the basic concepts
using carefully-explained examples and associated graphics; and finally, the implementation of new
concepts based on understanding of fundamentals is taught by reference to MATLAB code for specific
speech processing operations (often included within the individual chapters), along with extensive and
thoroughly documented MATLAB exercises in the (expanded) homework problem section of each chapter.
We also provide a course website with all the material needed to solve the various MATLAB exercises,
including specialized MATLAB code, access to simple databases, access to a range of speech files, etc.
Finally we provide several audio demonstrations of the results of a range of speech processing systems. In
this manner, the reader can get a sense of the resulting quality of the processed speech for a range of
operations on the speech signal. More specifically, the organization of this new book is as follows. Chapter
1 provides a broad brush introduction to the area of speech processing, and gives a brief discussion of
application areas that are directly related to topics discussed throughout the book. Chapter 2 provides a
brief review of DSP with emphasis on a few key concepts that are pervasive in speech processing systems:

1. conversion from the time domain to the frequency domain (via discrete-time Fourier transform methods)
2. understanding the impact of sampling in the frequency domain (i.e., aliasing in the time domain)
3. understanding the impact of sampling (both downsampling and upsampling) in the time domain, and the
resulting aliasing or imaging in the frequency domain Following the review of the basics of DSP
technology, we move on to a discussion of the fundamentals of speech production and perception in
Chapters 3 and 4. These chapters, together with Chapters 2 and 5, comprise the bottom layer of the speech
stack. We begin with a discussion of the acoustics of speech production. We derive a series of acoustic–
phonetic models for the various sounds of speech and show how linguistics and pragmatics interact with
the acoustics of speech production to create the speech signal along with its linguistic interpretation. We
complete our discussion of the fundamental processes underlying speech communication with an analysis
of speech perception processes, beginning with a discussion of how speech is processed in the ear, and
ending with a discussion of methods for the transduction of sound to neural signals in the auditory neural
pathways leading to the brain. We briefly discuss several possible ways of embedding knowledge of speech
perception into an auditory model that can be utilized in speech processing applications. Next, in Chapter 5,
we complete our discussion of fundamentals with a discussion of issues of sound propagation in the human
vocal tract. We show that uniform lossless tube approximations to the vocal tract have resonance structures
elucidating the resonant (formant) frequencies of speech. We show how the transmission properties of a
series of concatenated tubes can be represented by an appropriate “terminal-analog” digital system with a
specified excitation function and a specified system response corresponding to the differing tube lengths
and areas, along with a specified radiation characteristic for transmission of sound at the lips.
We devote the next four chapters of the book to digital speech signal representations (the second layer in
the speech stack), with separate chapters on each of the four major representations. We begin, in Chapter 6,
with the temporal model of speech production and show how we can estimate basic time-varying properties
of the speech model from simple time-domain measurements. In Chapter 7 we show how the concept of
short-time Fourier analysis can be applied to speech signals in a simple and consistent manner such that a
completely transparent analysis/synthesis system can be realized. We show that there are two
interpretations of short-time Fourier analysis/synthesis systems and that both can be used in a wide range of
applications, depending on the nature of the information that is required for further processing. In Chapter 8
we describe a homomorphic (cepstrum) representation of speech where we use the property that a
convolutional signal (such as speech) can be transformed into a set of additive components. With the
understanding that a speech signal can be well represented as the convolution of an excitation signal and a
vocal tract system, we see that the speech signal is well suited to such an analysis. Finally, Chapter 9
deals with the theory and practice of linear predictive analysis, which is a representation of speech that models
the current speech sample as a linear combination of the previous $p$ speech samples, and finds the
coefficients of the best linear predictor (with minimized mean-squared error) that optimally matches the
speech signal over a given time duration. Chapter 10, which represents the third layer in the speech stack,
deals with using the signal processing representations and fundamental knowledge of the speech signal,
presented in the preceding chapters, as a basis for measuring or estimating properties and attributes of the
speech signal. Here we show how the measurements of short-time (log) energy, short-time zero crossing
rates, and short-time autocorrelation can be used to estimate basic speech attributes such as whether the
signal section under analysis is speech or silence (background signal), whether a segment of speech
represents voiced or unvoiced speech, the pitch period (or pitch frequency) for segments of voiced speech
signals, the formants (vocal tract resonances) for speech segments, etc. For many of the speech attributes,
we show how each of the four speech representations can be used as the basis of an effective and efficient
algorithm for estimating the desired attributes. Similarly we show how to estimate formants based on
measurements from two of the four speech representations. Chapters 11–14, representing the top layer in
the speech stack (speech applications), deal with several of the major applications of speech and audio
signal processing technology. These applications are the payoffs of understanding speech and audio
technology, and they represent decades of research on how best to integrate various speech representations
and measurements to give the best performance for each speech application. Our goal in discussing speech
applications is to give the reader a sense of how such applications are built, and how well they perform at
various bit rates and for various task scenarios. In particular, Chapter 11 deals with speech coding systems
(both open-loop and closed-loop systems); Chapter 12 deals with audio coding systems based on
minimizing the perceptual error of coding using well-understood perceptual masking criteria; Chapter 13
deals with building text-to-speech synthesis systems suitable for use in a speech dialog system; and Chapter
14 deals with speech recognition and natural language understanding systems and their application to a
range of task-oriented scenarios. Our goal in these chapters is to provide up-to-date examples but not to be
exhaustive in our coverage. Entire textbooks have been written on each of these application areas.
The material in this book can be taught in a one-semester course in speech processing, assuming that
students have taken a basic course on DSP. In our own teaching, we emphasize the material in Chapters 3–
11, with selected portions of the material in the remaining chapters being taught to give students a sense of
the issues in audio coding, speech synthesis, and speech recognition systems. To aid in the teaching
process, each chapter contains a set of representative homework problems that are intended to reinforce the
ideas discussed in each chapter. Successful completion of a reasonable percentage of these homework
problems is essential for a good understanding of the mathematical and theoretical concepts of speech
processing, as discussed earlier. However, as the reader will see, much of speech processing is, by its very
nature, empirical. Hence we have chosen to include a series of MATLAB exercises in each chapter (either
within the text or as part of the set of homework problems) so as to reinforce the student’s understanding of
the basic concepts of speech processing. We have also provided on the course website
(http://www.pearsonhighered/Rabiner.com) which will be updated with new material from time to time—
the required speech files, databases, and MATLAB code required to solve the MATLAB exercises, along
with a series of demonstrations of a range of speech processing concepts.
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